
The Visual Computer
https://doi.org/10.1007/s00371-019-01627-4

ORIG INAL ART ICLE

Facial expression recognition with convolutional neural networks via
a new face cropping and rotation strategy

Kuan Li1 · Yi Jin1 ·Muhammad Waqar Akram1 · Ruize Han2 · Jiongwei Chen1

© Springer-Verlag GmbH Germany, part of Springer Nature 2019

Abstract
With the recent development and application of human–computer interaction systems, facial expression recognition (FER)
has become a popular research area. The recognition of facial expression is a difficult problem for existing machine learning
and deep learning models because that the images can vary in brightness, background, pose, etc. Deep learning methods also
require the support of big data. It does not perform well when the database is small. Feature extraction is very important
for FER, even a simple algorithm can be very effective if the extracted features are sufficient to be separable. However,
deep learning methods automatically extract features so that some useless features can interfere with useful features. For
these reasons, FER is still a challenging problem in computer vision. In this paper, with the aim of coping with few data
and extracting only useful features from image, we propose new face cropping and rotation strategies and simplification
of the convolutional neural network (CNN) to make data more abundant and only useful facial features can be extracted.
Experiments to evaluate the proposed method were performed on the CK+ and JAFFE databases. High average recognition
accuracies of 97.38% and 97.18% were obtained for 7-class experiments on the CK+ and JAFFE databases, respectively. A
study of the impact of each proposed data processing method and CNN simplification is also presented. The proposed method
is competitive with existing methods in terms of training time, testing time, and recognition accuracy.

Keywords Face cropping · Facial expression recognition · Convolutional neural network · Computer vision

1 Introduction

Facial expressions are one of the most important features to
reflect the human emotional state because they convey useful
information to the observer [6]. Facial expressions convey
55% of a communicated message, which is more than the
part conveyed by the combination of voice and language [22].
Facial expressions canbedivided into six basic categories [3],
namely anger, disgust, fear, happiness, sadness, and surprise.
With the development of human–computer interaction sys-
tems, such as social robots, visual-interactive games, and
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data-driven animation, facial expression recognition (FER)
has become a popular field of study in recent years.

Machine learning plays an increasingly significant role in
this field. Several methods have been proposed for FER in
recent years, particularly using deep learning approaches [13,
14,25,32]. Deep learning methods perform well in FER [13,
35]. Facial expression recognition methods can be classi-
fied into two main categories: those based on an image
sequence [23,26,27,34] and those based on static images [5,
39]. In themethods basedon an image sequence, the sequence
changes from a neutral expression to a peak expression, and
these two expressions from the same person form a contrast
that makes it easier to extract the features of each expression.
Static-image-based methods distinguish facial expressions
by analysing the peak expression image without temporal
information.

Facial expression extraction is an important part of FER.
Facial changes causedbydifferent facial expressions are typi-
cally extracted using appearance-basedmethods [2,28,29,38]
or geometry-based methods [9,34]. Appearance-based fea-
tures describe the texture of the face resulting from an
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expression, such as wrinkles. In appearance-based FER,
facial features are extracted by applying image filters, such as
the Gabor wavelets filter [10], local binary patterns (LBP) fil-
ter [24], and histogram of oriented gradient (HOG) filter [1],
to the whole face or to specific regions. Geometry-based
methods extract the shape and components of the face, such
as the nose and mouth. The first step in most geometry-based
methods is detection and tracking of facial points using an
active appearance model (AAM) [19]. The facial shape and
other information can be represented by these landmarks,
which are designed in different ways.

Geometry-based and appearance-based methods have a
common disadvantage, i.e. difficulty in selecting a good fea-
ture to replace the facial expression. For geometry-based
features, the feature vector is associated with landmarks,
which must be selected carefully. For appearance-based
features, an experienced designer is required to design a pow-
erful filter. The convolutional neural network (CNN) [18] has
been applied to FER to address these limitations. CNN per-
forms better than other deep learning methods [33], such as
Deep Belief Network (DBN)which is one of themost widely
used networks in FER. For example, CNN can automatically
learn the features of data without manual selection, and it can
combine different features neatly. Furthermore, CNN has a
better effect on feature extraction than DBN, particularly for
expressions of contempt, fear, and sadness [33]. CNN ran-
domly initializes a specific number of filters before training
and makes these filters better via gradient descent. One of
the main advantages of CNN is that the input to the network
is an original image rather than a set of hand-coded features.
References [20,21,33] use deep convolutional neural net-
work (DCNN) and ensemble convolutional neural network
(ECNN) systems, respectively, and achieve good results.
However, these systems have a few limitations. DCNN is dif-
ficult to train compared to CNN and has high validation error
when the network layer is too large [7]. On the other hand,
ECNN requires the generation of a large number of convolu-
tional neural networks, which requires substantial computing
resources and training time.

To overcome these limitations, we propose a new face
cropping and image rotation strategy to improve the accu-
racy and simplify the CNN structure. The proposed approach
was applied to the CK+ [16] and JAFFE [17] databases and
compared with other methods. The main contributions of our
work are as follows:

(1) Propose a new approach of face cropping to remove the
useless regions in an image.

(2) Propose an image rotation strategy to cope with data
scarcity.

(3) Build a simplified CNN structure for FER to reduce
training/application time and to achieve real-time FER
with an ordinary computer.

The remainder of this paper is organized as follows:
Sect. 2 presents the most recent related work, while Sect. 3
introduces the proposed method in detail. The experimental
results and a relevant discussion are given in Sect. 4. A com-
parison with other research works is presented in Sect. 5, and
the conclusions are given in Sect. 6.

2 Related work

Several deep learning approaches for facial expression recog-
nition were developed in the last decades, particularly the
method of CNN. Some recent methods are focused on the
construction of advanced networks and the training ofmodel,
the fusion of multiple structures and the selection of fusion
parameters, and the optimization of classification algorithms.

Mayya et al. [20] proposed an approach to recognize facial
expression using DCNN features. They used a DCNN archi-
tecture which is used for ImageNet [12] to extract the facial
features, and then they obtain a 9216-dimensional vector
for validation with support vector machine (SVM) classi-
fier to recognize facial expression. Their experiments were
conducted on two databases, CK+ and JAFFE, and achieved
an accuracy of 96.02% and 98.12% for 7 classes, respec-
tively. Despite the high accuracy, their validation method is
LOSO which is more superior (discussed in Sect. 5). Their
approach is not an end-to-endmethod, it is difficult and time-
consuming to train.

Wen et al. [33] presented an ensemble of CNNs with
probability-based fusion for FER. In their work, they used
random techniques to generate 100 CNNs with rich diver-
sity (different parameters) and then selected 37 CNNs
(removed the CNNs which have bad performance) as the
base classifier for their final model. Finally, a fusion method,
such as majority voting, weighted majority voting, and the
probability-based fusion, was employed for ensemble. Their
method can reduce the training time by parallel computation,
but it requires a large amount of computing resources.

Zhang et al. [37] proposed a novel well-designed CNN
which can reduce same-expression variations and enlarge
different-expression differences. They used 2-way soft-max
function to train their model which requires the researchers
have enough experience. However, their method is for smile
detection, and they can use 4000 images for one expression
which is much bigger than the database which can be used
for FER (as explained in Sect. 4.1).

In comparison with the methods above, this work: (1)
presents a competitive result in two public databases; (2)
employs a simple yet effective CNN structure (not DCNN or
ECNN), which is easy and fast to train; (3) does not need to
design a tricky algorithm.
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Fig. 1 Outline of the proposed system

3 Proposedmethod

The proposed FER system is a single classifier based on a
CNN. Image pre-processing is required because the images
have different colour channels and include people of vari-
ous races. To cope with the lack of data, we expanded our
training images using data augmentation. An outline of the
proposed method is shown in Fig. 1. The aligned image was
cropped to remove the useless region, and histogram equal-
ization, Z -score normalization, and down-sampling were
applied to standardize the image data. During the training
phase, random rotation and horizontal flipping were per-
formed to increase the database size. The expanded training
data were used to train the CNN, and the best CNN model
was saved. During the testing phase, the normalized testing
images (without expansion) were sent to the CNN model
from the training phase for prediction.

3.1 Face alignment

The images in the databases collected from a laboratory
show various postures. These variations affect the system
performance. Face alignment was performed to address this
problem, as shown in Fig. 2. The algorithm used for face
alignment was based on the position of the eyes. The Dlib
toolkit [11] was used to obtain the face landmarks. A total
of 68 sequential points, each of which could be represented
by a coordinate, were identified, but only 12 face landmarks
are shown in the figure for clarity. The centres of the left and
right eyes were computed based on twelve points (No. 36 to
47). The first six points encircle the left eye centre, and the

Fig. 2 Face alignment. a Before face alignment. bAfter face alignment

other six points encircle the right eye centre. The rotation
angle is calculated on the basis of these twelve points using
Eq. (1).

angle = tan−1
∑47

n=42 yn − ∑41
n=36 yn

∑47
n=42 xn − ∑41

n=36 xn
(1)

where xn is the x-coordinate of the nth point, and yn is the
y-coordinate of the nth point.

3.2 Image cropping

Image cropping is an important part of present study as we
proposed a new method for face cropping. The proposed
method was compared with two common methods. Fig-
ure 3a shows an image cropped using the OpenCV toolkit
used by [14,36]; the cropped image has a little background.
Figure 3b shows an image cropped using another common
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Fig. 3 Image cropping methods. a Face with background. b Face with-
out background. c Face without forehead (proposed). d Illustration of
the proposed face cropping method

cropping method [2,20] that removes the image background.
Figure 3c shows an image cropped by the proposed method.
Sixty-eight face landmarks were obtained, but only 15 are
shown in the figure for clarity. The horizontal distance d
between the eye centres is calculated using Eq. (2).

d =
(∑47

n=42 xn − ∑41
n=36 xn

)

6
(2)

The forehead region was then removed in such a way that
perpendicular distance from the top side of the cropped image
to the horizontal line connecting the eye centres is 0.6 d (d
is the distance between eye centres), as shown in Fig. 3d.
The other three sides of the cropped image are defined by the
coordinates of 1st, 9th, and 17th face landmark points.

3.3 Data normalization

Brightness and contrast can differ even between images of the
same person with the same expression, as shown in Fig. 4a.
Histogram equalization was applied to each image to reduce
this variation. Figure 4b shows the images obtained by his-
togram equalization. The mean values of the normalized
images are closer. Z -score normalization was also applied
to these images using Eq. (3) to enhance the contrast.

x ′ = x − μ

σ
(3)

where x ′ is the value of the new pixel, x is the value of
the original pixel, μ is the mean pixel value of all sample
images, and σ is the standard deviation of the pixel values of
all sample images. Figure 4c shows the images obtained by
Z -score normalization, the contrast of the normalized images
is enhanced. Finally, the image is down-sampled to 32 × 32
pixels.

3.4 Data augmentation

After the preceding processing steps, there is slight tilt in the
images, as shown in Fig. 5a. To ensure the adaptability and
abundancy of our data, we adopted random horizontal flip-
ping and random rotation. In random horizontal flipping, an
image can beflipped before training to address the problemof
uneven cropping. Random rotation expands the original data
by rotating an image by a random angle within an interval.
We selected the best rotation angle interval via mesh search
method (described in Sect. 4.5). Figure 5b, c shows the ran-
dom horizontal flipping and random rotation, respectively.

Fig. 4 Data normalization. a Original images. b After histogram equalization. c After Z -score normalization
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Fig. 5 Data augmentation. a Original images. b Horizontally flipped
images. c Randomly rotated images

3.5 CNN structure

In the present work, CNN was applied to extract features
and categorize expressions. The architecture of the simplified
CNN, which has two convolution layers, two sub-sampling
layers, and one output layer, is presented in Fig. 6. The
first and third layers are convolution layers with 32 and 64
kernels, respectively, which have the size of 5× 5. The acti-
vation function in the CNN is a rectified linear unit (Relu)
function [8]. The second and fourth layers are sub-sampling
layers that reduce the image size.We employed max-pooling
with a kernel size of 2 × 2 and step size of 2. We flatted
the sub-sampling to a 1600-dimensional vector and directly
connected the output layer (with the soft-max activation func-
tion). In addition, the simplified CNN uses the momentum
optimizer [31], Xavier initializer [4] and cross-entropy loss
function.

4 Experiments and discussion

This section introduces the databases and the details of
the experiments performed in this study. Experiments were
performed to select the best number of neurons, the face
cropping method, and the rotation angle. Following these

Fig. 7 Sample images from the CK+ and JAFFE databases

selections, the final experiments were performed on the
databases, and the results are discussed in detail.

The proposed method was implemented using OpenCV,
Python, and the Neural Network Model library (tflearn-
CPU). An Intel Core i5 3.2 GHz CPU was used to conduct
all the experiments in an Ubuntu 16.04 environment.

4.1 Databases

Twowidely used databases were used in the experiments: the
Extended Cohn–Kanade (CK+) database and the Japanese
Female Facial Expressions (JAFFE) database. The samples
taken from these databases are shown in Fig. 7. The CK+
dataset contains 10,708 images and 327 video sequences col-
lected from 118 participants. The last image of each video
sequence is regarded as the peak expression, and they are
labelled with seven expressions: anger, contempt, disgust,
fear, happiness, sadness, and surprise. All sequences begin
with a neutral expression, so the dataset contains an addi-
tional 327 neutral expressions. Neutral expressions are not
discussed in this paper. The numbers of anger, contempt, dis-
gust, fear, happiness, sadness, and surprise expressions are
45, 18, 59, 25, 69, 28, and 83, respectively. JAFFE contains
213 peak expressions collected from ten women, and the
expressions are labelled as anger, disgust, fear, happiness,
neutral, sadness, and surprise. Each expression is shown in
approximately 30 images.

Fig. 6 Structure of the simplified CNN
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4.2 Evaluation criteria

In the field of classification, there are many criteria that can
be used to evaluate the model. Evaluation criteria are not
fixed, we need to choose an appropriate one according to
the actual problems we faced. A simple yet effective pair
of evaluation criteria are error rate and precision. To eval-
uate the performance of our model f , we need to compare
the predicted results with the real labels y. The error rate
and accuracy are calculated using Eqs. 4 and 5, respectively.
Precision and recall rate are another pair of criteria, they can
providemore reliable information for certain situations (such
as data imbalance). Based on the combination of the real label
and predicted result, the sample can be divided into: true pos-
itive (TP), false positive (FP), true negative (TN), and false
negative (FN). The precision and recall rate are calculated
using Eqs. 6 and 7, respectively. For the multi-classification
problem, we can construct a confusion matrix to describe the
relation and difference between categories. F1 score is also
a commonly used criterion, as shown in Eq. 8, it can be seen
as a harmonic mean of the precision and recall.

err = 1

m

m∑

i=1

g( f (xi ) �= yi ) (4)

acc = 1

m

m∑

i=1

g( f (xi ) = yi ) (5)

where g is the indicator function, m is the total number of
data, and x is a given sample.

pre = TP

TP + FP
(6)

rec = TP

TP + FN
(7)

F1 = 2 × pre × rec

pre + rec
(8)

For facial expression recognition, the data are balanced
andwewant to recognize images as many as possible. There-
fore, the accuracy is more appropriate than precision and
recall rates. The confusion matrix of multi-classification is
used to describe the relation and difference between cate-
gories.

4.3 Selection of the neuron number

The effects of the number of neurons of the hidden fully
connected layer are considered in this section. A 1600-
dimensional vector was extracted after two convolution and
sub-sampling layers. Fully connected layer acts as a classi-
fier. We used four different numbers of neurons (0, 256, 512,
and 1024) in the fully connected layer to improve the perfor-

mance. Further, tenfold cross-validation was implemented
in each experiment, and four experiments were conducted
for each number of neurons to avoid contingency. Each of
these experiments used the same optimizer, learning rate,
face cropping method (face without background) and dataset
(CK+ dataset) order for a fair comparison. The efficien-
cies of the fully connected layer with different numbers of
neurons are shown in Fig. 8. Figure 8a shows the accu-
racy for the experiment with the hidden layer removed. The
average accuracy was 89.40%. Figure 8b–d shows the accu-
racy for the experiments using neuron number as 256, 512,
and 1024. The corresponding average efficiency is 86.34%,
87.99%, and 87.48%, respectively. Figure 8e shows the com-
parison of accuracy obtained from these four experiments.
Compared with the other three networks, our network has a
slight improvement in recognition accuracy (at least 1.41%
improvement). At the same time, the proposed network has
fewer parameters, so it takes less training and testing time
competitively. It was observed that the max accuracy for all
the experiments is obtained when the epoch is set between
80 and 120, as shown by a segment between vertical lines in
Fig. 8e. The recognition accuracy started to decrease when
epoch reaches 120 due to lack of data.

4.4 Evaluation on face croppingmethods

After demonstrating the effects of the number of neurons, we
performed experiments to compare the face cropping meth-
ods. Three face cropping methods are discussed in Sect. 3.2,
and Fig. 3 shows the images cropped by these methods. Fig-
ure 3a is an image of a face with a background, Fig. 3b is an
image of a facewithout a background, and Fig. 3c is an image
of a face without a forehead, cropped with our proposed
croppingmethod. Four experiments were conducted for each
cropped image, and a CNNwithout a hidden fully connected
layerwas adopted. Each experiment used the same optimizer,
learning rate, and dataset (CK+ dataset) order for a fair com-
parison. The average accuracy for the experiment using the
image cropped with the proposed method was 92.42%, com-
pared with the average accuracies of 86.90% and 89.40% for
the image with the background and the image without the
background, respectively. These efficiency curves are shown
in Fig. 9.

In order to verify the universality of proposed method, we
also conducted comparative experiments on two well-known
networks: LeNet5 [18] and AlexNet. LeNet5 and AlexNet
have two convolutional layers and five convolutional lay-
ers, respectively. The input image sizes are 32 × 32 and
224 × 224, respectively. To avoid interference from other
factors (such as image random flipping), we only cropped
the images in three ways. We conducted many experiments
and obtained the average recognition accuracy, as shown in
Table 1. The proposed face cropping method is better than
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(a)

(c) (d)

(e)

(b)

Fig. 8 Recognition accuracy for experiments performed during the selection of the number of neurons. aWithout the fully connected layer. bWith
256 neurons. c With 512 neurons. d With 1024 neurons. e Comparison of the accuracy for these four experiments

Fig. 9 Recognition accuracy for different image cropping methods
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Table 1 Comparative
accuracies of three face cropping
methods on three networks

Network\method With background (%) Without background (%) Proposed (%)

LeNet5 80.43 84.10 88.07

AlexNet 87.16 88.99 90.52

Proposed 86.90 89.40 92.42

Fig. 10 Recognition accuracy for different rotation angles

Table 2 The effect of pre-processing steps

Step Accuracy (%)

None < 89.40

Remove fully connected layer 89.40

Remove fully connected layer + face crop 92.42

Remove fully connected layer + face crop + random flipping 95.72

Remove fully connected layer + face crop + random flipping + random rotation 96.63

the other two methods on all three networks. Moreover, the
proposed method is more advantageous in small networks,
such as LeNet5 and proposed network.

4.5 Selection of the random rotation angle

After the previous two sets of experiments, a third experiment
was conducted to determine the effect of the rotation angle.
The recognition accuracy decreased when the angle was too
large. Therefore, it is important to select an optimal rotation
angle. Four experiments were performed for different rota-
tion angles (0 , 2, 4, 6 , 8, and 10 ), and the average accuracy
was determined. Each experiment used the same optimizer,

learning rate, face cropping method (proposed method), and
dataset (CK+ dataset) order for a fair comparison. Random
horizontal flipping was also implemented in this experiment.
The accuracies for the set of experiments with different rota-
tion angles are shown inFig. 10.The accuracy increaseswhen
the image was rotated to 2, but further rotation decreases
the accuracy. The maximum average accuracy was obtained
for 2 rotation angle. The optimized rotation angle is data-
dependent, and it depends on the image collecting condition.
The rotation angle needs to be adjusted according to different
data.

Table 2 summarizes the effects of these three steps (select
the number of neurons, the face cropping method, and the
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Table 3 Recognition accuracy
for the seven-class and six-class
experiments on the CK+
database using the proposed
system

Accuracy 1 2 3 4 5

Seven classes (%) 97.27 97.27 97.55 97.55 97.27

Six classes (%) 98.38 98.05 98.38 97.73 98.38

Average of 7 classes: 97.38% Standard deviation: 0.14%

Best of 7 classes: 97.55%

Average of 6 classes: 98.18% Standard deviation: 0.26%

Best of 6 classes: 98.38%

surprise fear
happy angry

sadness angry contempt sadness

contempt happy
angry sadness

angry sadness sadness angry
Underlined: real expressions Other: predicted expressions

Fig. 11 Misclassified images. The underlined caption is the real expres-
sions, and the other caption is the expression predicted by the CNN

rotation angle). As it can be seen in Table 2, all these three
steps we proposed can improve the recognition accuracy.

4.6 Database experiments

The experiments performed to select the best rotation angle,
cropping method, and neuron number have a few limitations.
For example, the same dataset order was used to train the
CNN. Therefore, random experiments were performed using
the proposedmethod. In addition to random rotation and ran-
dom horizontal flipping, the following random approaches
were employed: (1) the training and testing datasets were
randomly assigned (they were not assigned evenly); and (2)
the training dataset sequence was randomly generated before
each epoch. In contrast to [15], the best training sample order
was not selected.

CK+ database experiment The second expression in the
CK+ database is contempt, which is not present in other
databases. Therefore, this database was classified in terms of
both seven and six expressions. Eighteen contempt expres-
sions are contained in the database, so there are only 309
images when six expressions are considered. Tenfold cross-
validation was applied. When classifying seven expressions,
294 images were used to train the model, and the remaining
images were used for testing. Similarly, 278 images were
used to train the 6-class CNN. The sample order was ran-

domly generated in each experiment before training. Five
experiments were conducted for each classification. Table 3
shows the accuracies achieved by the five experiments on
the CK+ database for both classifications. The average and
maximum accuracy for the 7-class experiment was 97.38%
and 97.55%, respectively, while the average and maximum
accuracy for the 6-class experimentwas 98.18%and 98.38%,
respectively. The results of the five experiments for each clas-
sification were similar.

A few images had a high probability of misclassification,
and those images are shown in Fig. 11. Anger and sadness
were the most likely expressions to be misclassified.

The recognition accuracy of each expression in both
experiments is shown in Table 4. In the 6-class experiment,
happiness, disgust, and sadness were recognized with 100%
accuracy, and fearwas recognizedwith an accuracy of at least
93.6%. The poor classification accuracy of fear was a result
of there being only 25 images with an expression of fear, so
there may be an uneven division of these images between
the training and testing data. In the 7-class experiment, the
recognition accuracy for sadness decreased significantly due
to the addition of contempt. The proposed CNN model con-
sidered sadness and contempt to have similar features. The
confusion matrices for the 7 classes and 6 classes in the CK+
database are shown in Tables 5 and 6, respectively. In both
cases, more than 6.4% of the fear images were misclassified
as happiness, and approximately 4% of the anger images
were misclassified into other categories. Moreover, sadness
was also wrongly classified as anger in the 7-class experi-
ment.

JAFFE database experiment Similar to the CK+ dataset
experiments, five experiments were conducted on the JAFFE
dataset. The difference between the CK+ and JAFFE is that
the JAFFE database includes neutral expressions instead of
the contempt expressions contained in the CK+ database.
The JAFFE database has only 213 images, but there is a
similar number of images showing each expression. Tenfold
cross-validation was applied, and the recognition accuracy
for each expression is shown in Table 7. The average and
maximum accuracy was 97.18% and 97.65%, respectively.
The expressions of anger, fear, and happiness were recog-
nized with 100% accuracy, while the neutral expression was
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Table 4 Recognition accuracy
obtained for each expression on
the CK+ database

Classifier An Co Su Fe Ha Sa Su

Seven classes (%) 95.56 94.44 98.98 93.60 100 93.57 98.07

Six classes (%) 96.00 – 100 91.20 100 100 98.07

Table 5 Confusion matrix for
the seven-expression experiment
on the CK+ database

An Co Di Fe Ha Sa Su

An 215/225 0 0 2/225 5/225 3/225 0

Co 0 85/90 0 0 0 5/90 0

Di 0 0 292/295 0 0 3/295 0

Fe 0 0 0 117/125 8/125 0 0

Ha 0 0 0 0 345/345 0 0

Sa 9/140 0 0 0 0 131/140 0

Su 0 5/415 3/415 0 0 0 407/415

Table 6 Confusion matrix for
the 6-expression experiment on
the CK+ database

An Di Fe Ha Sa Su

An 216/225 0 0 5/225 4/225 0

Di 0 295/295 0 0 0 0

Fe 0 0 114/125 11/125 0 0

Ha 0 0 0 345/345 0 0

Sa 9/140 0 0 0 140/140 0

Su 0 2/415 6/415 0 0 407/415

Table 7 Recognition accuracy
for each expression on the
JAFFE database

Classifier An Di Fe Ha Ne Sa Su

7 classes (%) 100 97.24 100 100 91.33 95.48 94.67

Average of 7 classes: 97.18% standard deviation: 0.30%

Best of 7 classes: 97.65%

Table 8 Confusion matrix for
the 7-expression experiment on
the JAFFE database

An Di Fe Ha Ne Sa Su

An 150/150 0 0 0 0 0 0

Di 4/145 141/145 0 0 0 0 0

Fe 0 0 160/160 0 0 0 0

Ha 0 0 0 155/155 0 0 0

Ne 9/150 0 0 0 139/150 2/150 0

Sa 0 2/155 0 0 5/155 148/155 0

Su 0 0 0 0 8/155 0 142/150

recognized with an accuracy of at least 91.33%. The confu-
sion matrix for the seven classes of JAFFE database is shown
in Table 8. Neutral expressions were responsible for 80% of
the misclassified images.

Cross-database experiment In these experiments, the net-
work was trained on one database and tested on the other
database. The CK+ database does not contain neutral expres-
sions, and the JAFFE database does not include contempt
expressions. Therefore, these expressions were neglected.

Table 9 Cross-database experiment on the CK+ and JAFFE databases

Train Test Average (standard deviation) Best (%)

CK+ JAFFE 39.01% (1.12%) 40.98

JAFFE CK+ 62.78% (1.52%) 64.40

Five experiments were conducted for each case. The recogni-
tion accuracy for these experiments is shown in Table 9. The
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Table 10 Training parameters
used in our experiments

Parameters Value Remark

Random rotation −2◦ to 2◦

Dropout 0.5 The second sub-sampling layer

Optimizers Momentum Learning rate = 0.001

Weights initializer Xavier

Batch size 16

Loss function Cross-entropy

Epochs 120 Shuffle the training data

Table 11 Comparison of the
proposed algorithm and other
studies

Method Validation Database Iteration Recognition accuracy (%)

Time Binary Six classes Seven classes

DCNN + SVM [20] LOSO CK+ 1.91 s 97.08 96.02

JAFFE 98.12

CNN [15] Eightfold CK+ 92.68 ms 96.76 95.75

Zeng et al. [36] Tenfold CK+ 95.79

LBP + SVM [29] Tenfold CK+ 95.10 91.40

Liu et al. [14] Eightfold CK+ 96.70

HOG + SVM [2] LOSO CK+ 96.40

Liu et al. [13] Tenfold CK+ 95.78

Pu et al. [26] Tenfold CK+ 96.38

Proposed Tenfold CK+ 69.16 ms 98.18 97.38

JAFFE 97.18

average accuracy was 39.01% when the CK+ database was
used for training and the JAFFE database was used for test-
ing. In the opposite case, the average accuracy was 62.78%.

The proposed system is a real-time system. The time con-
sumed for image recognition is divided into two parts. The
first part is the time taken before the image is sent to the
CNN, which includes the time consumed for face alignment,
face cropping, histogram equalization, Z -score normaliza-
tion, and image down-sampling. The other part is the time
taken during CNN prediction. The time consumed by land-
mark generation is not considered because the corresponding
files are provided in the CK+ database. A total of 1000
images were predicted by the proposed system, and the time
consumed was recorded: 3.93 s and 1.58 s were consumed
before and during the CNNprocess, respectively, i.e. the total
processing time was 5.51 s. The proposed approach is sum-
marized in Table 10 in terms of the parameters used in the
experiments.Adropout [30] rate of 0.5was applied to the sec-
ond sub-sampling layer (1600-dimensional vector), a default
learning rate of 0.001 was used, and the batch size was 16.
During training, the CNN trained 120 epochs (each epoch
was trained on the complete processed training data), and
the training data order for each epoch was randomly shuf-
fled.

5 Comparisons

Several novel methods for facial expression recognition have
been proposed in recent years. In this section, the experimen-
tal results of the proposed approach on the CK+ and JAFFE
databases are compared with those of other methods. The
comparison is shown in Table 11. Tenfold cross-validation
was not used by all researchers; therefore, we compare
our method with existing similar or tenfold cross-validation
methods. The authors in [20] achieved 98.12% accuracy
on the JAFFE database for 7 classes by combining DCNN
and support vector machines (SVM), which is 0.94% higher
than the accuracy achieved with our method. However,
they used leave-one-subject-out (LOSO) validation, which
enabled 212 images to be used for training on the JAFFE
database, whereas we used only 192 images. We conducted
multiple experiments on JAFFE dataset using LOSO valida-
tion method, and the obtained average recognition accuracy
reaches up to 98.59%, which is 0.47% higher than that
obtained in [20]. The validation method in [2] was also
LOSO. The researchers in [14,15] used eightfold cross-
validation, [15] used the best sample order, and [14] trained
seven binary classifiers for each expression. By contrast, we
randomly divided the training set for our experiments and
trained a seven-class classifier.
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Training a neural network is a time-consuming task, espe-
cially for DCNN and ECNN. We implemented DCNN [20]
with a batch size of 16 and computed the time required
for comparison with our work. A total of 1.91 s was
required to update the weights of DCNN [20], which is
more than the time consumed by our method. We also
computed the iteration time consumed by [15], whose
network is similar to ours. The time taken by [15] was
92.86 ms, which is reduced to 69.16 ms in our case due
to the removal of the hidden fully connected layer. DCNN
required more than 12 h to train a model using tenfold
cross-validation, while our proposed method required only
26 min.

In addition to the results of the CK+ and JAFFE database
experiments, our results for the cross-database experiments
were also competitive. The average recognition accuracy
when using the CK+ database as the training data and the
JAFFE database as the testing data was 39.01%, which is
0.21% higher than that achieved by [15].

6 Conclusion

In this paper, we present an efficient FER approach to
simplify the CNN and propose new face cropping and
image rotation methods. The impact of the CNN simpli-
fication and the proposed data processing methods was
studied, and high recognition accuracies were achieved with
each technique. The CNN without a hidden fully con-
nected layer has a simpler structure and achieves improved
recognition accuracy. The proposed face cropping method
retains useful face information and removes useless regions,
and the proposed rotation method greatly increases the
amount of data. After separate evaluation of each pro-
posed technique, final experiments were conducted on
the CK+ and JAFFE databases. The results show that
the proposed FER approach achieves competitive results
in terms of training time, testing time, and recognition
accuracy. Furthermore, the proposed method can be imple-
mented on an ordinary computer without GPU accelera-
tion.
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