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Abstract—Identifying the same persons across different views
plays an important role in many vision applications. In this paper,
we study this important problem, denoted as Multi-view Multi-
Human Association (MvMHA), on multi-view images that are
taken by different cameras at the same time. Different from
previous works on human association across two views, this paper
is focused on more general and challenging scenarios of more
than two views, and none of these views are fixed or priorly
known. In addition, each involved person may be present in all
the views or only a subset of views, which are also not priorly
known. We develop a new end-to-end deep-network based frame-
work to address this problem. First, we use an appearance-based
deep network to extract the feature of each detected subject on
each image. We then compute pairwise-similarity scores between
all the detected subjects and construct a comprehensive affinity
matrix. Finally, we propose a Deep Assignment Network (DAN)
to transform the affinity matrix into an assignment matrix, which
provides a binary assignment result for MvMHA. We build
both a synthetic dataset and a real image dataset to verify the
effectiveness of the proposed method. We also test the trained
network on other three public datasets, resulting in very good
cross-domain performance.

Index Terms—Human association, multi-view association,
wearable cameras, maximum multi-clique problem.

I. INTRODUCTION

ULTIPLE cameras can simultaneously take images/
videos of the same scene from different views, which
provide complementary information for many important vision
tasks, such as video surveillance. One important problem
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Fig. 1.
shown here and subjects bounded by the same colour box in different views
represent the same person.

An illustration of the proposed MVMHA problem. Four views are

in this setting is to identify the same persons across the
images taken by different-view cameras, which we refer to
as Multi-view Multi-Human Association (MvMHA) in this
paper. Previous works usually use a network of fixed cameras,
whose views can be estimated and calibrated in advance
for multi-view correspondence. However, the fixed cameras
suffer from the problem of limited coverage and pre-specified
view angles. In this paper, we focus on MvVMHA across
images/videos taken by multiple wearable (moving) cameras,
such as phone cameras, GoPro, Google Glass, etc. [1]-[4],
as shown in Fig. 1. The proposed MVvMHA problem has
many practical applications in real world. A typical example
is video surveillance — in an outdoor scenario without pre-
installed cameras, we can associate and analyze the videos
taken by the cameras worn by several law enforcement officials
for collaborative tracking, human activity recognition, impor-
tant/abnormal person detection, etc. This can provide multi-
perspective all-round information for video surveillance. For
all the above analysis, the first step is to associate the humans
across the multiple views (wearable cameras).

As in prior works [2], [5], we assume the images/videos
taken by multiple wearable cameras are temporally synchro-
nized, i.e., the corresponding images/frames across different
views are taken at (roughly) the same time. This can be
achieved by synchronizing clocks in these cameras. While
MvMHA can be treated as a person re-identification (re-id)
problem from a general perspective — for each subject detected
in one view, re-identifying him/her in the other views, it brings
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in new challenges such as unknown and significant view
differences, illumination differences, mutual occlusions, and
background clutters [5], as shown in Fig. 1. More importantly,
the existing re-id methods only measure and threshold the
similarity between two subjects for pairwise matching, without
a global consideration of multiple human association across
C > 2 views.

Previous works on multi-view human association are usually
focused on the simplest case of two views. Many of them
either adopt the person re-id like approach by detecting and
matching the appearance/motion features of individual subjects
in pairwise way [2], [5], or use pairwise similarity to build
an affinity matrix between multiple detected subjects across
two views. For the latter, a pairwise assignment method, e.g.,
Hungarian algorithm [6], Deep Hungarian Network (DHN) [7],
or Deep Graph Matching Network [4], [8], [9], can be
applied to achieve the human association results between the
two views. Such methods may not handle well the more
general and challenging scenarios of C > 2 views without
considering the cyclic consistency among all the views. Sev-
eral recent works try to solve C > 2 multi-view associa-
tion by joint optimization, e.g., Constrained Binary Integer
Programming (BIP) [10]-[12], Spectral Clustering [13], and
Alternating Direction Method of Multipliers (ADMM) [14].
However, these methods are not end-to-end ones and their
performance is highly dependent on the tuning of many
hyper-parameters.

In this paper, we model MvMHA for C > 2 views as a con-
strained optimization problem and develop a new end-to-end
framework to address it. The proposed framework consists of
two components: affinity matrix construction and multi-view
multi-clique assignment. For the former, we use an affinity
network to compute the similarity between any two subjects
detected in any two different views. For the latter, we propose
a new Deep Assignment Network (DAN) by modeling the
multi-view constraint conditions as the unsupervised training
losses. In particular, we adopt four specific constraints for the
MvMHA problem, and then represent the constraints as differ-
entiable loss functions with theoretical exploration. With that,
we propose to combine the image feature extraction, affinity
matrix calculation together with the assignment optimization
in an end-to-end framework for joint training. We build a
synthetic dataset and a real dataset collected by the wearable
cameras for the training and testing of the whole framework.
To better evaluate the proposed method, we further test our
method on three public datasets. Extensive experiments on all
the datasets verify the effectiveness of the proposed method.
The main contributions of this paper are:

o We propose a constrained optimization model for
MvVMHA and an end-to-end framework to solve the opti-
mization problem. To the best of our knowledge, this is
the first work to model such multi-view assignment prob-
lem using a differentiable network with constraint losses.

o We propose a Deep Assignment Network (DAN) to
model the constrained multi-view multi-clique assignment
problem, which is implemented by two popular backbone
networks. On both of them, we verify the effectiveness
of the proposed unsupervised constraint loss.
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o« We build two datasets for the training and testing of
MvMHA. Extensive experiments on our datasets and
other three public datasets verify the effectiveness of our
method. The datasets and code are released to the public
at https://github.com/RuizeHan/DAN4Ass.

II. RELATED WORK

Person re-identification (re-id), has been widely studied,
resulting in many traditional and deep-learning algorithms,
especially on extracting or learning discriminative visual rep-
resentations that are robust to the change of views, image
resolution, illumination and/or background. For deep-learning
based re-id, in [15] a data augmentation approach is developed
to smooth the camera style disparities and enhance the learning
capability of features. In [16], a two-stream network is used
to aggregate local appearance similarities for person re-id.
In [17], GANs are used to generate high-quality cross-id
composed images to augment the insufficient training data.
More works can be found in a recent survey for re-id [18].
In our work, we will first use a re-id network to estimate the
pairwise similarity between subjects, with which we further
develop an assignment network to achieve MvMHA across
C > 2 views.

Cross-view person identification (CVPI) across two
wearable cameras was first introduced in [19], in which a
deep-learning network is designed to learn view-invariant
motion features from the two videos. These motion features
are then combined with the appearance features to decide
whether the subjects shown in these two videos are the same
person or not. Later, Liang ef al. [2] introduce a new metric
of confidence for each joint in 3D pose estimation and show
that such 3D pose features can be combined with motion
and appearance features for improving the CVPI performance.
It also studies the effectiveness of several different feature-
combination strategies. As in person re-id, CVPI aims to
match a pair of subjects, each from a different video, while
the proposed MvMHA in this paper aims to identify multiple
subjects across C > 2 views.

Multi-view multi-object association tries to match the
objects detected from different views using a multi-camera
system and most of its existing works focus on pairwise
correspondences. Hungarian algorithm [6] is widely used for
finding such an optimal pairwise correspondence by solving
the underlying allocation problems in polynomial time. Deep
Hungarian Network (DHN) [7] models the Hungarian algo-
rithm in an differentiable deep network layer. Deep Graph
Matching Network [4], [8], [9] uses an end-to-end model for
the graph matching underlying the pairwise correspondence.
In general, without an integrative consideration of the multi-
view property, such pairwise correspondence can not handle
well the cases of C > 2 views.

There are several related works that solve the multi-view
association by joint optimization over all the views.
A self-supervised feature descriptor is proposed for multi-view
person association [20]. Various methods have been devel-
oped for modeling the relations of multiple objects across
multiple views, such as a Constrained Binary Integer Pro-
gramming (BIP) in [10]-[12], the random-walk algorithm
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(a) Affinity Network

Fig. 2.
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(b) Deep Assignment Network
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An illustration of the proposed framework. Given bounding-box detections on C synchronous images taken by different cameras, an off-the-shelf

person re-identification network is used to extract features f! for the subject v in view i, followed by a deep assignment network (DAN) to compute the
assignment matrix as the MVMHA result. We use either RNN (top) or GNN (bottom) as the network architecture for the proposed DAN. Specifically, in the
RNN based model, the input affinity matrix is first flattened into a vector with length N2 flowing the row-wise order and fed to the BiRNN module. The
output of the first BIRNN is then reshaped as N x N x 2h and each channel is flattened to a vector with the length of N2 by following the column-wise
order and next fed to the second BiRNN. Finally, an FC layer is used to generate the predicted assignment matrix. In the GNN based model, the extracted
features are used as the node features of the GNN, which iteratively performs the affinity matrix update (note the change of edge thickness) using Eq. (7),
and the graph node/edge feature update (note the change of node gray-levels) using Eqs. (8) and (9), respectively. In the end, we apply the proposed loss

functions for end-to-end training of the whole framework.

in [21], the loop constraints in [22], the multi-graph match-
ing in [23]-[25], the cycle-consistency constraint in [26],
[27], and quadratic assignment problem (QAP) in [28], [29].
Such iterative algorithms for MVMHA may involve several
hyper-parameters to be tuned and cannot be implemented
as an end-to-end trainable models. Various constraints have
been used in these methods, which, however, calculate the
affinity matrix independently and then implement a combi-
natorial optimization method to solve the problem. We hope
to explore a new data-driven and learning-guided method
in this direction. The proposed work is the first attempt to
Jointly model the feature extraction, affinity matrix calculation
and the MvMHA optimization into an end-to-end framework.
It is different from 1) previous deep models focusing on the
case of pairwise assignment problem, e.g., DHN, and 2) the
constraint optimization problem for multi-view cases solved
by the classical algorithms, e.g., BIP method.

III. THE PROPOSED METHOD

A. Problem Formulation

1) Pairwise Association: We first briefly review the pairwise
association across two views. Suppose there are two cameras
in the scene and they produce a pair of synchronous images.
The pairwise affinity scores between these two views, i.e.,
i and j, can be represented by A;; € R"*"/, where n; and n;
denote the number of detected subjects (bounding boxes) in
views i and j, respectively. The association between these two
views can be estimated using a pairwise assignment matrix
P;; = {0, 1}">*". Deriving the assignment matrix from the
affinity matrix is a linear assignment problem. It can be solved
by Hungarian algorithm to maximize the matrix inner product
(Pij, A;j), which is denoted as a similarity metric between the
two matrices, for predicting the assignment matrix P; -

2) Multi-View Association: In our problem, suppose there
are C > 2 cameras in the scene, leading to C synchronous
images from different views as shown in Fig. 2. We aim to

predict the assignment matrix P for all views

Py P Pic
Py Px» Py c
P= ) ) , (1)
Pci Pe2 Pcc
where P;;,i,j = 1,2,...,C are the pairwise assignment

matrices, and P € {0, 1}V*V is the assignment matrix among
all N = Ziczl n; detected subjects (bounding boxes) in all
C views. For MVMHA, we take A € [0, 1]V*¥ as input and
output the optimal assignment matrix P, where we denote A
to be an N x N matrix by concatenating the pairwise affinity
matrices A;; in the same order as their corresponding P;;,
i,j=1,2,...,Cin P. We propose to maximize the following
energy function for MVMHA

P= argmax (P, A),
P

st.PeS 2)

where (-, -) denotes the inner product and the energy function
encodes the correspondence of the assignment matrix and the
affinity matrix. Different from simply stacking the pair-wise
information together, the multi-view association is subject to
several constraints S, which encodes the structural compati-
bilities for the desired association matrix P. After calculating
the pair-wise information A;;, these constraints reflect the
global structural properties among all the views. For example,
we require that all the concatenations among the subjects in
different views to form a closed loop, as shown in Fig. 3. This
way, we consider to use auxiliary loss to effectively penalize
the red-line concatenations. In the following, we discuss these
constraints for the global structural properties in detail.
Constraint 1 (Closed-Loop Constraint): The same person
appearing in different views should be connected as a closed
loop, as shown in Fig. 3. Following the previous work [30],
we assume U as the set of unique people in the scene (under
all C views). For each view pairi and j, we have P;; = P} P;f,
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View 3

Fig. 3. An illustration of the closed-loop constraint, which requires that all
the concatenations among the subjects in different views form a closed loop.
Specifically, the blue concatenation lines follow this constraint while the red
ones do not. This way, the loss inferred from the closed-loop constraint can
effectively penalize the red-line concatenations.

where P e R" <11 denotes the assignment matrix between
the n; subjects in view i and U. We concatenate all the P} row
by row and get P, € RV*II the cyclic-consistency constraint
requires that

P =P,P!, (3)

which implies that all the concatenations among the subjects
in different views form |U| closed loops. Note, the number of
elements in each loop is no more than C.

Constraint 2 (Symmetric Constraint): MvMHA result is
commutative and we impose symmetric constraints to the
matrix P

P =P}, 1<i, j<C,i#}],
l<i=<C, “)

Pii = Il’l,‘><l’l,‘a

where I is the identity matrix with the dimension of the number
of subjects n; in view i.

Constraint 3 (Doubly-Stochastic Constraint): One person
can appear in one view at most once. As a result, each
row/column of matrix P;; can have at most one element value
of 1, and the other elements must be 0. This can be formulated
as

0<P;l1<1, 0<P/1<1, (5)

where P;; € R">"/ and 0, 1 denote an all-0 or all-1 vector
with dimension matched to its multiplied matrix or the corre-
sponding result vector.

Constraint 4 (Element Constraint): Each of the assignment
matrix P takes the value of either 1 or 0, which reflects the
matching between two subjects or not, i.e.,

Pmne{(),l}, 1§m, nENa (6)

where p,,, denotes the mth-row nth-column element of the
matrix P.

B. Deep Assignment Network

In the following, we elaborate on a deep assignment net-
work (DAN) to solve this constrained optimization prob-
lem, which takes the appearance features of the subjects as
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input and generates the assignment matrix P as the output.
The appearance features of the subjects are computed by the
affinity network, which will be introduced in Section III-D in
detail. In the above formulation, we may have C > 2 views
and the number of detected subjects in each view, i.e., n;,
and the total number of the detected subjects in all the views,
i.e., N, are not fixed values. Therefore, the proposed deep
assignment network (DAN) has to be able to handle the
input features from uncertain number of subjects. For this
purpose, we consider two kinds of networks — recurrent neural
networks (RNN) and graph neural networks (GNN) — for
the proposed DAN, respectively, both of which have been
successfully used in previous work for pairwise-view subject
matching [7], [8]. As illustrated in Fig. 2, we use either
RNN (top) or GNN (bottom) as the network architecture for
DAN.

RNN Based Framework: Inspired by [31], we use bi-
directional RNN network. We compute the similarity between
the features generated by the affinity network and construct the
affinity matrix A. As shown in the top stream of Fig. 2, the
input affinity matrix A is first flattened to a vector by following
the row-wise order and fed to the first BIRNN. The output of
the first BiRNN is then reshaped and flattened to a vector
by following the column-wise order and fed to the second
BiRNN. Note that, the weights of the two BiRNN are not
shared. We can see that there are two ‘flatten” procedures in the
the RNN module. This is inspired by the original Hungarian
algorithm that alternately performs the row-wise and column-
wise subtracting operations. Specifically, given an affinity
matrix using the Hungarian algorithm for assigning task, first,
all elements in each row subtracts the row minimum, and
then, we similarly subtract the column minimum from each
column. The operation stops until an optimal assignment exists
among the zeros in the matrix. Here the ‘flatten’ procedures are
used for simulating the above alternate row-wise and column-
wise operations. Later, three fully-connected (FC) layers are
applied, followed by a sigmoid function to achieve the final
assignment matrix.

GNN Based Framework: We first construct a non-fully-
connected undirected graph taking all the subjects as graph
nodes. Specifically, there is no edge between two nodes
representing the subjects appearing in the same views, since
two subjects in the same view can not be the same person.
All other node pairs are connected by an edge. The feature
of each subject generated by the affinity network is used as
the node feature and the edge feature is initialized by the
distance between the involved node features, i.e., the absolute
value of difference between two node feature vectors. The
adjacency matrix is initialized by the affinity matrix A. Similar
to the previous GNN [4], [32], we iteratively update the graph,
including the node, edge and affinity matrix. The final output
of the affinity matrix is taken as the desired assignment matrix.
The proposed GNN based framework contains three main
phases — affinity matrix update, graph node update and graph
edge update.

1) Affinity Matrix Update: Given a graph )V, the GNN
updates the adjacency matrix A to infer the current affinity
relation among different nodes, according to the node and edge
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features, by

0, = o (FAGHD, xED 50Dy,

v, > Ao,w

v,w eV, (7)

where x, denotes the feature vector of node v and X, ,
denotes the feature vector for edge ¢ = (v, w). The affinity
matrix A®) = [alﬂ’fll)] € RV*N encodes current (k-th iteration)
connection relation predictions. Fp is a connectivity readout
network that maps an edge representation into the affinity
weight and ¢ is an activation function.

2) Graph Node Update: We update node representations X,
via considering all the incoming node and edge information
weighted by the corresponding connectivity

) =0 el VRVl ). ®

w

where Fy represents a node update network. We set xl()o) as the

initial node representation, which is from the feature extraction
by the pre-trained re-id network.

3) Graph Edge Update: We compute the distance between
two node features and get the corresponding edge feature
representations

X, = absx® —x), v eV, ©)

where abs denotes the operation to take the absolute value.

We iteratively update the adjacency matrix and node and
edge representations for K iterations then obtain the final
output of the affinity matrix, i.e., A®) | which is taken as
the desired assignment matrix. The adjacency matrix update
functions Fp in Eq. (7) is implemented by a four-layer
convolution network. The node update function Fy in Eq. (8) is
implemented by the fully-connected-layer and gated recurrent
unit (GRU) network. Besides, the activity function ¢ in Eq. (7)
and (8) are sigmoid function.

Supervised Loss: We next discuss the loss for the pro-
posed DAN. First, we define the supervised loss using the
ground-truth assignment matrix as

= [—a(l = b log(hn) =1, (o

—(1 = a)(Pmn)” log(l = pmn) if pmn =0,

where P, and py,, represent the element of the ground-truth
assignment matrix and the corresponding output of DAN,
respectively. Here we adopt the focal loss [33] because the
the number of positive and negative training samples are
imbalanced. a and y are two pre-defined parameters.

C. Unsupervised Constraint Loss

The above RNN/GNN based framework just considers
the transformation between the affinity matrix A and the
assignment matrix P, i.e., the energy function defined in
Eq. (2). However, the structural compatibilities S of P are
not considered. Next we discuss the constraints defined in
Egs. (3-6). Note that, in the above section III-A, we have
theoretically defined the constraints in a rigorous formulation.
Differently, in this section, we represent the above constraints
as differentiable loss functions as in Eqs. (13, 14, 17), which
can be used for the end-to-end network training.

IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 31, 2022

1) Closed-Loop Loss: From Eq. (3), the closed-loop con-
straint requires the assignment matrix P € RVY*N can be
factorized as Png with P, € R¥N*UI_ Following the theory
of matrices [34], the above constraint P = PuPuT needs P to
satisfy that

P =0, rank(P) < U], Y

i.e., P is a positive-semidefinite and low-rank matrix, where
|| denotes the number of unique people in the scene and N
is the total number of detections (bounding boxes) in C views.

Note that, the constraint in Eq. (11) is implicit and non-
differentiable, and the number of persons in the scene, i.e., U],
is unknown in advance. Next, we discuss how to transform this
constraint to a differentiable loss function. Specifically, we use
the nuclear norm ||P|| (sum of singular values) to approximate
the above constraints of the matrix.

Inference: Given the real symmetric matrix P, let e =
(e1, e, ..., en) denote the eigenvalues of P, and the singular
value vector of it can be represented as e™, i.e., the absolute
value of e. It is not hard to get

[Pl = lle* 1, rank(P) = [le* o, (12)

which represent the sum of singular values and the number
of non-zero singular values, respectively. We make following
inference: 1) With [P, = >N, |e;| = 3N, e;, minimizing
the nuclear norm ||P||, drives |e;| to approximate ¢;, iff. ¢; > 0,
i.e., P is positive semidefinite. 2) From Eq. (12), we found that
the low-rank constraint is equivalent to minimize the /y norm,
which is a notoriously difficult problem. Therefore, we use the
optimal convex approximation of [y norm, i.e., the /{ norm to
replace it. This way, decreasing ||P|. also compels the low-
rank constraint. As inferred above, the positive-semidefinite
and low-rank properties are defined as minimizing the follow-
ing closed-loop loss

Lc = [Pl 13)

2) Symmetric Loss: For Constraint 2 in Eq. (4), we can use
the matrix norm as a loss to reflect the matrix symmetry, i.e.,

Ls = |P—PT|s,. (14)

3) Doubly-Stochastic Loss: For Constraint 3 in Eq. (5),
it restrains the row sum and column sum of pairwise assign-
ment matrix P;; to be within [0, 1]. Take the row sum of each
matrix, referred to as r, for example, we can use the following
loss function to achieve the above constraint

0 0<r<i1
L(r):{ =r==5h

15
[ otherwise, (1)

where [ > 0 is a pre-set parameter. However, such a func-
tion is non-differentiable. Therefore, we approximate it by a
differentiable function

1
—r2 r<0,
. 2
L(r)=40 0<r<l, (16)
1
2(r— 1)2 r>1
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This way, Constraint 3 can be described by a loss

c c
Lp= > L)+ D Lic), a7
ij=I ij=I

where C is the number of views, r;; and c;; denote the
row/column sum of P;;.

4) Element constraint: requires the binarization of each
element in P. This is not differentiable in the neural network
inference. For the convenience of optimization, we relax it to
a real value in the range [0, 1] as

(18)

Ofpmnfla

and make use of the sigmoid function to ensure that the output
takes values in the range of [0, 1].

Discussion. The above loss functions, in part, are the
necessary conditions (but not the sufficient conditions) of the
corresponding constraints. We relax the constraints to make
some of them to be modeled as differentiable components. One
example is the low-rank constraint in Eq. (11), from which we
can derive the differentiable loss in Eq. (13). This way, the
descent of such loss, as the necessary condition, can compel
the results to satisfy the corresponding properties. We clarify
that such loss function is the relaxed condition but not the strict
guarantee (namely sufficient conditions) for the constraint to
be always satisfied. Even so, the proposed unsupervised losses
are effective for constraining the structure of the assignment
matrix. We will show the effectiveness of all the proposed
losses in the experiments. Finally, we define the total loss as

L=Lg+LcH+ Ls+ Lp, (19)

where we adaptively tune the loss weights as in [35] during
training. This way, the multiple loss weights in our problem
can be adaptively tuned thereby avoiding simple linear weight-
ing, which also alleviates the model sensibility caused by the
manual tuning of parameters.

D. The Framework

1) End-to-End Training: Given the input set of subjects
detected on C synchronous images taken by different cameras,
we finally put together an end-to-end framework for MVMHA
as shown in Fig. 2. Following the setting in previous work [14],
we first use an off-the-shelf person re-identification network
to extract features of each detected subject. We adopt the
CamStyle [15] trained on the Market-1501 dataset [36] as
the pre-trained person re-id network to extract features of
each subject detected in the form of a bounding box. Specif-
ically, we feed the cropped bounding boxes of each detected
subject in each view to the CamStyle network, and obtain
the descriptor for each bounding box from the ‘pool5’ layer.
We then calculate the Euclidean distance between the feature
vectors and apply a sigmoid function to map the distances to
values in [0, 1] as the appearance affinity score between the
corresponding pair of detected subjects. This way, we obtain
the global affinity matrix A. After that the deep assignment
network (DAN) described above is used to get the assignment
matrix P over all the views as the MvMHA result. Besides
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the respective training of the affinity network and DAN, since
all the modules are differentiable, we can jointly train both of
them in an end-to-end manner.

2) Implementation Details: In our experiments, for the
output of the proposed network, we use a threshold, i.e., 0.5,
to convert the obtained assignment matrix P to a binary matrix
as the MVMHA result. In Eq. (15), the parameter [ is set to
2 to reduce the impact of simple samples and « in Eq. (10) is
set empirically according to the ratio of positive and negative
samples. We implement our method based on the PyTorch
framework and use the optimizer of stochastic gradient descent
to optimize the network parameters. Our model is implemented
on an NVIDIA GTX-2080Ti GPU. For the proposed RNN
based network, the training process takes 20 epochs with a
learning rate of 1 x 107>, For the GNN based network, the
learning rate is set as 1 x 107> and the training process takes
70 epochs.

IV. EXPERIMENTS

A. Dataset and Evaluation Metrics

1) Synthetic Matrix Dataset (SMD): We build a synthetic
dataset to simulate the problem of MvMHA by construct-
ing the corresponding assignment matrix and affinity matrix.
We first generate the synthetic assignment matrix P which
satisfies the constraints of the MvMHA problem. Then,
we construct the corresponding affinity matrix A by adding
Gaussian-distribution noise N (0,02) to each P, where the
variance ¢ is set to 0.5. The noise is added to each upper
triangular element of the assignment matrix independently and
then copied to the corresponding lower triangular elements to
ensure the symmetry of the constructed affinity matrix. We set
the number of views C to be in the range of 3 to 6, and
the number of detected bounding boxes in each view to be
in the range of 2 to 20. For evaluation, we generate totally
2,400 pairs of P and A with 600 pairs for each value of C. For
training, we generate additional 700 samples with no overlap
of our testing dataset.

2) Synthetic MvMHA Image Dataset (MvMHA-S): Adopt-
ing the famous 3D modeling engine Unity and the open
source toolkit PersonX [37], we build a synthetic image dataset
to simulate the multi-view multi-human scenes. We chose
a city scenario similar to the real-world environment as the
background of the dataset. In each image of the dataset, ten
different subjects are randomly placed in the scene, and four
moving cameras with overlapped area coverage are randomly
placed on the periphery. Under the simulation environment,
we can accurately obtain the label and bounding box of
each subject without manual annotation. Specifically, the same
subject across all views in an image group is labeled with
the same ID for the MVvMHA task. We generate totally 4,000
images with 31,006 human bounding boxes.

3) Real-World MvMHA Image Dataset (MvMHA-R): We
also build a new real image dataset, referred to as MvMHA-
R dataset, for the MvMHA task. This dataset is collected
from the videos [4] using four GoPro wearable cameras to
cover an area present with multiple people from significantly
different directions, e.g., near 90 degree view-angle difference.
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This way, we obtain four synchronous videos, from which
we extract the synchronous 1,728 frames with a maximum
number of 10 persons in each frame. We use the manually
annotated bounding boxes and the cross-view human ID labels
for each subject on all 1,728 x4 = 6,912 images for training
and testing, which contains totally 44,131 human bounding
boxes.

4) Public Datasets: Besides the self-collected dataset,
we have also apply our method to three public datasets
including CVMHT [10], APIDIS [38] and Campus [39], which
have 3, 4 and 4 views, with a maximum number of 12,
13 and 16 persons, respectively. These three datasets contain
720, 1,000 and 1,222 test images per view, respectively.
Among them, CVMHT has recorded multiple actors walking
around using several wearable cameras. APIDIS! and Cam-
pus? recorded the basketball game and daily campus scene,
respectively, both of which are collected from the real life.
Note that, these datasets only contain the testing datasets with-
out the training data. So, we directly apply the network trained
on MVMHA-R training set to these three public datasets for
testing to verify the cross-domain effectiveness of our method.
In testing stage, we use the bounding boxes provided by these
datasets.

5) Evaluation Metrics: We use precision (P), recall (R),
and Fj score (F) for evaluation. Precision and recall denote
the ratio of the true-positive pairwise matches against all
predicted-positive and all real-positive matches, respectively.

F1 score is computed as F = 2%71)7?2

B. Baselines

e Re-id is a simple baseline that directly uses the person
re-id network to compute the affinity matrix and take the
maximum (in each row) as 1 and others as 0 to obtain
the assignment result. For fair comparison, we use the re-id
method [15] trained on the Market-1501 dataset [36] - the
same network structure is also used for feature extraction in
our method.

e Hungarian [6] is widely used for finding optimal pairwise
correspondence by solving the underlying allocation problems.
It can be used to solve the proposed MVMHA problem by
matching every two views separately. Specifically, for fair
comparison, we adopt the same affinity matrix as in our
framework and then solve the cross-view subject assignment
problem between each pair of views using the Hungarian
algorithm.

e DHN [31] follows the same setting as Hungarian except
that a deep RNN network is used to implement the Hungarian
algorithm in a deep learning manner. We train the DHN on
our training dataset for fair comparison.

e Clustering [40] denotes the spectral clustering algorithm,
which takes the input of the same affinity matrix as in the
proposed method. The spectral clustering algorithm makes
positive correlation within the same cluster and the negative
connection across different clusters. The assignment matrix P
is constructed according to the clustering results.

1 https://sites.uclouvain.be/ispgroup/index.php/Softwares/APIDIS
2http://web.cs.ucla‘edu/ yuanluxu/research/mv_track.html
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TABLE I

COMPARATIVE RESULTS ON SYNTHETIC MATRIX DATASET WITH
DIFFERENT NUMBER OF VIEWS IN TERMS OF F SCORES (%)

Method C=3 C=4 C=5 C=6

Hungarian 3995 3576 32.86 29.82

DHN 69.37 6843 6501 6591

Clustering ~ 48.87 59.53  63.58 70.38

Ours-R 7753 7620 72.16 72.95
TABLE I

COMPARATIVE RESULTS ON MVMHA-S AND MVMHA-R DATASETS

MvMHA-S MvMHA-R

Method P R F | P R F

Re-id 6121 6679 63.88 | 5382 6984 60.79
+ Hungarian | 66.03 70.17 68.04 | 57.07 7600  65.19
+ DHN 6898 6775 6836 | 7449 81.19  77.69
+ Clu. 4563 7090 5552 | 5648 6498  60.44
+Cluw Y| | 67.13 5843 6248 | 66.68 62.04 64.27
GMN 43.10 4565 4434 | 4406 5879 5036
PCA-GMN | 7107 7529 73.12 | 66.68 8891  76.20
Mv Match. | 8454 2734 4132 | 5839 32.69 41.92
OursR 8673 9377 90.12 | 86.77 8654 86.65
Ours-G 7936 7957 7948 | 89.81 8670  88.23

e Deep Graph Matching. We also include two end-to-end
methods for comparison, in which both feature extraction and
later assignment are achieved by combined network training.
GMN [9] and PCA-GMN [4], [8] both build graph models,
on which deep graph matching is applied to learn the pair-
wise correspondence for cross-view subject association. Both
methods run 20 epochs in the training process.

e Multi-view Matching [14]. We select a related multi-
view multi-human association method for comparison, which
follows [29] and models such task as a cycle-consistency-
aware multi-way matching optimization problem to cluster the
detected humans in multiple views. For this method, we use
the default parameter settings in [14].

C. Results

1) Association Results on SMD: We evaluate the classic
assignment algorithms and the proposed RNN based DAN on
the synthetic matrix dataset (SMD), which take the affinity
matrix as input and output the assignment matrix. As shown
in Table I, the proposed method shows better F; score than
other three compared methods on all the subsets with differ-
ent number of views. This verifies the effectiveness of the
proposed deep assignment network.

2) Comparison on MvMHA Dataset: Table II shows the
performance of our method and the above baseline methods on
our collected MVMHA-S and MvMHA-R datasets. As shown
in the first five rows, for fair comparison, we evaluate the
methods for assignment problem, i.e., Re-id, Hungarian, DHN,
Clustering, by giving the same pre-computed affinity matrix
as in our method. For clustering methods, we can also set the
number of clusters to be the true number of humans |U/| as
a prior, which we refer to as ‘Clustering w |{/|” in Table II.

Authorized licensed use limited to: TIANJIN UNIVERSITY. Downloaded on February 18,2022 at 04:48:32 UTC from IEEE Xplore. Restrictions apply.



HAN et al.: MULTI-VIEW MULTI-HUMAN ASSOCIATION WITH DEEP ASSIGNMENT NETWORK

TABLE III
ABLATION STUDY OF DAN WITH DIFFERENT LOSSES ON MVMHA-R

Method P R F

w only Lg 7449  81.19 77.69
+ Lc 78.72 85.16  81.81
+ Lo+ Ls 80.10 84.10 82.30
+ Lo + Ls + Lp (Ours-R)  86.77 86.54  86.65
w only Lg 80.61 89.22 84.70
+ Lc 8599 8942 87.67
+ Lp 84.02 88.61 86.26
+ Lo + Lp (Ours-G) 89.81 86.70 88.23

This way, we can see both our methods with RNN (Ours-R)
and GNN (Ours-G) as backbone achieve the better F| scores
against the comparative methods on both datasets. We can
also see that, the performances of other compared end-to-end
frameworks, i.e., GMN and PCA-GMN, do not perform as
well as the proposed framework. Similar results can be found
in the comparison with the multi-view matching algorithm,
i.e., ‘Mv Match.”, which only extracts the human feature
using a pre-trained network and does not integrate the feature
extraction and human matching into a whole framework as
our method. This may lead to limited representation ability
and discrimination of the features.

D. Ablation Study

In this section, we conduct ablation analysis to evaluate
the effect of different constraints in the proposed method on
MvMHA-R dataset. As shown in the top half of Table III,
we investigate the effectiveness of the constraint losses on
the proposed method using RNN. We can see that the
F1 score is improved by adding the proposed constraints
one by one. We can also see that the doubly-stochastic
loss (Lp) and the cyclic-consistency loss (Lc) contribute a
lot to the final performance. One possible reason is that,
besides the doubly-stochastic loss constrains the local pairwise
matching matrix for each view pair, the cyclic-consistency
loss aggregates the multi-view information in a global way,
which makes the proposed method different from the existing
pairwise associations. We can get the similar results for the
proposed method using GNN, as shown in the bottom half of
Table III. Note that, the adjacent matrix maintains symmetry
when updating GNN and we do not apply the symmetric loss
(Ls) in the proposed method using GNN.

E. Cross-Domain Evaluation

We also test the proposed method on other three public
multi-view multi-human analysis datasets, i.e., CVMHT [10],
APIDIS [38] and Campus [39]. Table IV shows the testing
results on these three public datasets. Since these datasets
do not have training data, all the methods involving network
training, including our proposed method, are learned using
our collected MVMHA dataset (its training set). We can
see that Hungarian, DHN and Clustering methods all show
very poor performance, mainly because they perform pair-
wise association by ignoring the cyclic consistency across
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C > 2 views. Compared to the proposed end-to-end frame-
work, other training-based methods chosen for comparison
produce lower performance, partly because they are more
sensitive to the domain difference between the training and
testing datasets. The better performance achieved by the pro-
posed method justifies its robustness to the domain difference.
We find that the proposed GNN based framework (Ours-G)
does not perform as well as the RNN (Ours-R) on the cross-
domain evaluation. It can be explained that the GNN takes the
features as the input, which is more sensitive to the distribution
difference between the training and testing dataset. Similar
results can be found in other GNN based approaches, such
as GMN and PCA-GMN. On the contrary, the RNN based
framework takes the affinity matrix as input, which depends
less on the training dataset and may show greater robustness
on cross-domain testing.

F. Qualitative Evaluation

We show sample visual results of our method for MVMHA
in Fig. 4. In Fig. 4(a), we use green dashed lines to show
a matching result generated by an appearance-based re-id
method. We can see that it mistakenly matches two different
people in view 3 with labels B and C to the same subject A in
view 1. In Fig. 4(b), the blue dashed lines indicate a matching
result of Hungarian algorithm, which generates an inaccurate
association between views 1 and 3, without considering the
cyclic-consistency constraint. The dashed red lines in both
figures show that the proposed method corrects such errors by
considering the cyclic consistency. The complete association
results by the proposed MVMHA framework is shown by the
color of the bounding boxes — associated subjects have the
same color across different views.

We also show sample visual results on the synthetic dataset
MvMHA-S in Fig. 5. In Fig. 5(a), we use the red dashed
lines to show a matching result generated by our method.
We can see that our method match all the same subjects
in different views correctly. This shows that the proposed
method with the closed-loop constraint considers the cyclic
consistency of the same subject among all views. We also
show the results generated by pairwise matching approach
DHN with the yellow lines. We can see that it mistakenly
matches two different people in view 4 and generates an
inaccurate association between views 2 & 4 and 3 & 4 without
considering the cyclic-consistency constraint.

G. Failure Cases

Figure 5(b) shows a failure case of the proposed method,
where the associated subjects produced by the proposed
Ours-R are bounded by the same color boxes across four
views. The subject in dashed box A in view 3 is incorrectly
associated to the subjects in red bounding boxes in the other
three views. The subject in dashed box B in view 3 is not
associated to any subjects in other three views and this is
also incorrect. The former is caused by the limited appearance
feature of the subject and the latter failure is caused by the
mutual occlusions of the involved subjects in some views.
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TABLE 1V
TESTING RESULTS ON THREE OTHER PUBLIC DATASETS
CVMHT APIDIS Campus

Method P R F | P R F [ P R F

Re-id 6224 8009 7004 | 42.16 6253 5036 | 4236 4341 4288
TR — 6568 7745 7108 | 4378 4621 4496 | 3194 3194 31.94
Re-id + DHN 7145 8751 7845 | 4834 6119 5401 | 4618 4499 4558
Bl - Qs 7249 7617 7378 | 4099 6140 49.16 | 20.66 4796 28.88
Re-id + Clustering w s | 7830 7160 74.60 | 5549 5382 5465 | 3743 4222  39.68
GMN 4703 6409 5390 | 3464 3520 3492 | 1848 1848 1848
PCA-GMN 3474 4640 3953 | 1922 1953 1937 | 1131 1131 1131
e 6266 7282 6733 | 3444 5098 4110 | 3270 3343  33.06
Ours-R 86.13 8054 83.05 | 7293 5823 6476 | 62.04 4552  52.51

Appearance

Hungarian

Fig. 4. An illustration of qualitative results in (a) MVMHA-R dataset and (b) CVMHT dataset. The associated subjects identified by the proposed MVMHA

framework are bounded by identical-color boxes in different views.

Fig. 5.

An illustration of qualitative results in (a) MVMHA-S dataset, where the associated subjects identified by the proposed MVMHA framework are

bounded by identical-color boxes in different views, and (b) CVMHT-R dataset with failures, where the subject A in View-3 is incorrectly associated to the
subjects in red bounding boxes in the other three views and the subject B in View-3 is not associated to the corresponding subjects in other three views.

In the future, we plan to integrate more types of features, e.g.,
the spatial-aware feature to make our method more robust.

H. Applications

The proposed method has many applications in multi-view
video analysis. We provide two examples as below.

1) Multi-View Human Tracking: We first extend the pro-
posed MvVMHA to the task of multi-view multi-human track-
ing. Specifically, we select a multi-view tracking dataset [41]
containing 46 sequences in 12 video groups, with each group
containing three to four views. As shown in Table V, we first
apply two state-of-the-art multi-object tracking (MOT) algo-
rithms, i.e., Tracktor++ [42] and TraDeS [43], to track the
subjects in each view. We also implement a baseline method
with the ResNet50 pre-trained on ImageNet for extracting
the human feature with a post-processing strategy in Deep
Sort [44] to achieve the multi-object tracking. We use the
classical ID-based MOT metrics [45], i.e., ID precision (IDP),
recall (IDR), and ID F; measure (IDF;) for tracking per-
formance evaluation. We can see that the baseline method

performs more poorly than the single-view MOT method.
We integrate our MVMHA results into the multi-view tracking
to collaboratively track the subjects in multiple views. We find
that the proposed MvMHA can clearly improve the simple
baseline method and outperforms the comparative MOT meth-
ods. We also evaluate the cross-view association performance
using the metrics in this paper, as shown in the right of
Table V. For the single-view MOT algorithms, we provide the
ground-truth cross-view human association at the first frame
and propagate the association results in the subsequent frames
by the single-view temporal tracking. The baseline method
directly adopts the similarity among the extracted features
followed by a Hungary algorithm to get the association results.
We can see that the baseline with the use of MVMHA produces
superior performance in the association task.

2) Multi-View Human Action Recognition: Multi-view
human action recognition is a relatively new task. We adopt the
proposed method to handle a multi-view multi-human activ-
ity recognition task with several modifications. Specifically,
we use the dataset in [4], which was originally constructed
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TABLE V
COMPARATIVE RESULTS ON MULTI-VIEW HUMAN TRACKING
Tracking Association
Method IDP DR IDF; | P R F
Tracktor++ [42] 64.6 61.1 62.8 456 236 31.1
TraDeS [43] 67.1  65.7 66.4 534 308 39.0
Baseline 56.1 48.6 52.1 14.6 3.2 5.2
Baseline w MVMHA | 76.1 65.3 70.3 744 432 547
TABLE VI

COMPARATIVE RESULTS ON MULTI-VIEW HUMAN ACTION RECOGNITION

Method View Top-1 Acc.  Top-2 Acc.
View 1 83.21 89.63
View 2 80.96 87.78
Baseline (ARG) View 3 77.54 86.50
View 4 77.99 82.49
All View Average 79.94 86.60
w MVMHA All View 83.93 87.28
w GT association All View 87.79 91.28

for the interaction detection in multi-human scene. Different
from the setting in [4] that only focuses on the interaction
activity by considering two views, we aim to recognize the
action of each subject in the scene using all four views
in this dataset. We adopt a state-of-the-art group activity
recognition method, i.e., ARG [46], as our baseline method for
recognizing the human actions. As shown in Table VI, we first
directly implement the ARG algorithm on the video from
each view and evaluate the action recognition accuracy (using
Top-1 and Top-2 metrics), respectively. We also calculate the
average accuracy on all views as shown in the fifth row.
Then, we adopt a simple strategy to achieve the multi-view
human action recognition with the proposed MvMHA result.
In particular, we first identify the same person appearing in
different views. Then, for each subject with the (frame-level)
action recognition result in each view, we integrate the human
action label by selecting the result with the highest confidence.
We can see that the human action recognition performance
can be improved by adopting such simple strategy. We fur-
ther investigate the oracle results in the multi-view setting,
as shown in the last row. We can see that, with the ground-truth
association results, the human action recognition performance
can be further improved. This can be explained that the mutual
occlusions usually hinder the action recognition with only one
view and this issue can be alleviated by combining multi-view
information using the proposed MvMHA method.

V. CONCLUSION

In this paper, we studied the Multi-view Multi-Human Asso-
ciation (MvMHA) problem by developing a new end-to-end
deep-network based framework. The framework is composed
of an appearance-based affinity network to obtain the affinity
matrix, and a new Deep Assignment Network (DAN) to
transform the affinity matrix into the assignment matrix. The
proposed DAN considers multiple constraints for MVMHA
across C > 2 views and these constraints are then converted
to respective losses for network training. We built both a
synthetic and a real image datasets for network training and
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performance evaluation. Experimental results on both datasets
verified the effectiveness of the proposed method and each
of its components. Testing on other three public datasets
demonstrated the cross-domain robustness of our method.
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